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- Reversible vs non-reversible Langevin dynamics
- How to quantify and exploit the advantages of non-reversibility in MCMC
- Various approaches taken so far
- Non-reversible Hamiltonian Monte Carlo
- MALA with irreversible proposal (ipMALA)
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- MCMC. What if we can't sample directly from $\pi$ ?
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Step 2. Calculate integrals of the form

$$
\int_{\mathbb{R}^{N}} f(x) d \pi(x)
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- How?: use the Ergodic Theorem
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- Whatever the proposal, M-H always creates a reversible chain!
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T
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MANIAC = Mathematical Analyzer Numerical Integrator And Calculator
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Remark:

- Can think of MALA as a "correct" way of discretizing Langevin dynamics
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- Invariant measure is still the same
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- For $(q(t), p(t)) \in \mathbb{R}^{2}$

$$
\begin{aligned}
& d q=p d t \\
& d p=-\partial_{q} V(q) d t-p d t+\sqrt{2} d W_{t}
\end{aligned}
$$

- Admits $\mu(q, p)=e^{-p^{2} / 2} e^{-V(q)}=\mathcal{N}(0,1) \times \pi(q)$ as unique invariant measure
- It is ergodic, irreversible, hypoelliptic and hypocoercive.
- Decomposition of the dynamics in $L_{\mu}^{2}$
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## Problems

- Discretization

1. Keep invariant measure
2. Preserve non-reversibility

- Non-reversible processes are, in general, harder to study


## ...various sources of complication

## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job

## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job
2.     - Reversible: geometric ergodicity $\Leftrightarrow L_{\pi}^{2}-$ spectral gap

## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job
2. $\bullet$ Reversible: geometric ergodicity $\Leftrightarrow L_{\pi}^{2}$ - spectral gap

- In general : geometric ergodicity $\Leftrightarrow L_{V}^{\infty}$ - spectral gap (Kontoyannis \& Meyn)


## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job
2.     - Reversible: geometric ergodicity $\Leftrightarrow L_{\pi}^{2}-$ spectral gap

- In general : geometric ergodicity $\Leftrightarrow L_{V}^{\infty}-$ spectral gap (Kontoyannis \& Meyn)

3. Example

## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job
2. $\bullet$ Reversible: geometric ergodicity $\Leftrightarrow L_{\pi}^{2}$ - spectral gap

- In general : geometric ergodicity $\Leftrightarrow L_{V}^{\infty}-$ spectral gap (Kontoyannis \& Meyn)

3. Example

$$
\begin{aligned}
& d X_{t}=\delta d t+d W_{t} \quad \text { on } S^{1} \\
& \mathcal{L}_{\delta}=\Delta+\delta \nabla
\end{aligned}
$$

## ...various sources of complication

1. Convergence criteria based on Lyapunov functions don't do a good job
2. $\bullet$ Reversible: geometric ergodicity $\Leftrightarrow L_{\pi}^{2}$ - spectral gap

- In general : geometric ergodicity $\Leftrightarrow L_{V}^{\infty}-$ spectral gap (Kontoyannis \& Meyn)

3. Example

$$
\begin{aligned}
& d X_{t}=\delta d t+d W_{t} \quad \text { on } S^{1} \\
& \mathcal{L}_{\delta}=\Delta+\delta \nabla
\end{aligned}
$$

Eigenvalues $\rightsquigarrow \lambda_{n}=-n^{2}+i n \delta$
Asymptotic variance $\rightsquigarrow \sigma^{2}(\delta)=\int_{0}^{\infty}\left\langle e^{t \mathcal{L}} f, f\right\rangle_{L^{2}} d t=\sum_{n=1}^{\infty} \frac{2\left|c_{n}\right|^{2}}{n^{2}+\delta^{2}}$
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1. Discretize non-reversible dynamics in a way that the discretization is still reversible -Non-reversible Hamiltonian Monte Carlo (Horowitz, Stuart, Pinski, O., Pillai )
2. Piecewise linear algorithms, Bouncy Particle and Zig-Zag (Bierkens, Roberts, Vollmer, Doucet, Monmarche)
3. Event chain algorithm (W. Krauth et al, related to work of Diaconis)
4. General irreversible samplers (Chen et al, Poncet)

- Observe that bias is much smaller compared to gain in speed of convergence "just" simulate (Pavliotis, Duncan, Spiliopoulos, Zygalakis)
- Design appropriate splitting skemes
(above list not exhaustive)
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- Choose $\gamma\left(X_{t}\right)=S \nabla V\left(X_{t}\right)$, S antisymmetric matrix

$$
d X_{t}=-\nabla V\left(X_{t}\right) d t+S \nabla V\left(X_{t}\right) d t+\sqrt{2} d W_{t}
$$

- Suppose we want to sample from a Gaussian

$$
\pi(x) \propto e^{-\sum_{i=1}^{N}\left|x^{i}\right|^{2} / \lambda_{i}^{2}} \quad x=\left(x^{1}, \ldots, x^{N}\right)
$$

that is,

$$
\pi(x) \sim \mathcal{N}\left(0, C_{N}\right), \quad C_{N}=\operatorname{diag}\left\{\lambda_{1}, \ldots, \lambda_{N}\right\}
$$

ipMALA
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- Rescale and obtain

$$
d X_{t}=\left[-\frac{1}{2} X_{t}+C_{N} S_{N} X_{t}\right] d t+\left(C_{N}\right)^{1 / 2} d W_{t}
$$

- Use a time- step Euler discretization of the above as M-H proposal

$$
y_{k+1}^{N}=x_{k}^{N}-\frac{1}{2} \sigma_{N}^{2} x_{k}^{N}+\sigma_{N}^{\alpha} C_{N} S_{N} x_{k}^{N}+\sigma_{N}\left(C^{N}\right)^{1 / 2} z_{k+1}^{N}
$$

where

$$
\sigma_{N}=\frac{\ell}{N^{\gamma}}, \quad \ell, \gamma, \alpha>0
$$
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- Consider continuous interpolant of the chain

$$
\begin{gathered}
x^{(N)}(t)=\left(N^{\zeta \gamma} t-k\right) x_{k+1}^{N}+\left(k+1-N^{\zeta \gamma} t\right) x_{k}^{N}, \quad \frac{k}{N \zeta \gamma} \leq t<\frac{k+1}{N \zeta \gamma}, \\
\zeta=\alpha \quad \text { if } \alpha<2 \quad \text { and } \quad \zeta=2 \text { if } \alpha \geq 2 .
\end{gathered}
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$$

i) Diffusive regime when $\alpha \geq 2 \longrightarrow$ SDE limit - cost is $O\left(N^{2 \gamma}\right)$

$$
d X_{t}=-\frac{\ell^{2}}{2} h_{1} X_{t} d t+h_{2} \tilde{S} x d t+2 \sqrt{h_{1}} d W_{t}
$$

ii) Fluid regime $\alpha<2 \longrightarrow$ ODE limit - cost is $O\left(N^{\gamma \alpha}\right)$ - Potential for improvement

$$
d X_{t}=\bar{h} \tilde{S} x d t
$$
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