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Example: Diffusive nearest neighbour coupling

$$
\left(\Phi_{\epsilon} x\right)_{p}=(1-\epsilon) x_{p}+\frac{\epsilon}{2 d} \sum_{q \in \mathcal{N}(p)} x_{q}
$$

$\Phi_{\epsilon}: \Omega \rightarrow \Omega$ differentiable but not diffeomorphism!
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- K./Liverani '04/05: Uniqueness, spectral gap, SRB if $\Lambda=\mathbb{Z}^{d}$
- Bardet/K. '06: Example for phase transition with $\Lambda=\mathbb{Z}^{2}$
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## Proposition: Existence (K./Künzle '92, Künzle '93)

Given $\tau$ p.w. $C^{2}$ expanding and a good coupling,

$$
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Example In case of diffusive nearest neighbour coupling:

$$
\epsilon_{1}=\frac{1}{2}-\frac{1}{\kappa_{1}} \text { where } \kappa_{1}:=\inf \left|\tau^{\prime}\right|>2 .
$$
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## SRB measure!
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\mu=\sum_{p \in \Lambda} \underbrace{\mu_{p}}_{\text {signed measure }} \text { where } \quad \mu_{p}(f)=0 \text { if } \partial_{p} f=0 \\
\text { Let } \bar{\mu}:=\left(\mu_{p}\right)_{p \in \Lambda}, \quad\|\bar{\mu}\|:=\sup _{p}\left\|\mu_{p}\right\|
\end{gathered}
$$

## Conclusion

$$
\begin{gathered}
\left\|T_{\epsilon, p}^{* N} \mu_{p}\right\| \leq C \cdot \sigma_{0}^{N} \cdot\left\|\mu_{p}\right\|, \quad\left\|\bar{T}_{\epsilon}^{* N} \bar{\mu}\right\| \leq \underbrace{C \cdot\left(N^{d} \sigma_{0}^{N}+N^{d+1} \epsilon\right)}_{<\frac{1}{2} \text { by choice of } N \text { and } \epsilon} \cdot\|\bar{\mu}\| \\
\left\|\bar{T}_{\epsilon}^{n} \bar{\mu}\right\| \leq C \cdot \sigma^{n} \cdot\|\bar{\mu}\| \quad \text { for all } n
\end{gathered}
$$

Attention! $\left|T_{\epsilon}^{n} \mu\right| \nrightarrow 0$
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- $\Lambda=\mathbb{Z}^{2}, \quad\left(\Phi_{\epsilon} x\right)_{p}=(1-\epsilon) x_{p}+\frac{\epsilon}{2}\left(x_{p+e_{1}}+x_{p+e_{2}}\right)$
- $\tau=\left(\frac{1}{v} \tilde{\tau}^{k}\right)^{3}$
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There are $0<\epsilon_{1}<\epsilon_{2}<\eta<\frac{1}{4}$ such that the following hold:
a) For $\epsilon \in\left[0, \frac{1}{4}\right]$, the map $T_{\epsilon}$ has at least one invariant probability measure in $\mathcal{B}(\Omega)$ which is also translation invariant.
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d) For $\epsilon \in\left[0, \frac{1}{4}\right]$ and each $L \in \mathbb{N}$ there is a unique a.c. $\mu_{\epsilon, L}$.

Remark: $\tau$ can be chosen to be an analytic circle endomorphism.
Proof by approximating Toom's PCA (cf. Gielis/MacKay)
Combinatorics: Lebowitz/Maes/Speer, Analytic estimates: transfer operator, bounded variation
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## Questions

- Uniqueness in $\mathcal{B}(\Omega)$, not in AC. Is ACC a good class?
- Invariant measures determined by restriction to spatial tail field?
- Phase transitions when also $\Phi_{\epsilon}$ bi-analytic?
- Phase transitions on $\Lambda=\mathbb{Z}$ ?

