# The Brascamp-Lieb inequality in modern harmonic analysis and PDE 

Jonathan Bennett

U. Birmingham

15 July 2016

London Mathematical Society - EPSRC Durham Symposium Mathematical and Computational Aspects of Maxwell's Equations

Supported by ERC grant 307617.
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Part 2: Some recent incarnations of the Brascamp-Lieb inequality in harmonic analysis, and links with PDE.
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The Brascamp-Lieb inequality is a functional inequality with many parameters, designed to simultaneously generalise many classical inequalities. It takes the form
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(Sharp constant $C_{\mathrm{p}}$ obtained by testing on centred gaussians;
Beckner/Brascamp-Lieb 1975.)
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Follows from the standard Loomis-Whitney inequality just by changes of variables.
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Even with Lieb's formula for $\operatorname{BL}(\mathbf{L}, \mathbf{p})$, it is still far from clear when it is finite...
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Easy necessary condition 1 : by scaling (replacing $f_{j}$ with $f_{j}(\lambda \cdot)$ for each $j$ and $\lambda>0$ ),

$$
\mathrm{BL}(\mathbf{L}, \mathbf{p})<\infty \Longrightarrow \sum_{j=1}^{m} p_{j} n_{j}=n
$$

## Easy necessary condition 2 :

$$
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$$

since the integrand

$$
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## Theorem (B-Carbery-Christ-Tao 2007)
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## Further structural results

- a description of the data ( $\mathbf{L}, \mathbf{p}$ ) for which gaussian extremisers exist (Carlen-Lieb-Loss, B-Carbery-Christ-Tao);
- the monotonicity of the functional

$$
\left(f_{1}, \ldots, f_{m}\right) \mapsto \frac{\int_{\mathbb{R}^{n}} \prod_{j=1}^{m}\left(f_{j} \circ L_{j}\right)^{p_{j}}}{\prod_{j=1}^{m}\left(\int_{\mathbb{R}^{n_{j}}} f_{j}\right)^{p_{j}}}
$$

as the $f_{j}$ evolve under certain heat equations (..., Carlen-Lieb-Loss, B-Carbery-Christ-Tao);
-

- the continuity of the constant $\mathbf{L} \mapsto \mathrm{BL}(\mathbf{L}, \mathbf{p})$ (B-Bez-Cowling-Flock 2016);
- a polynomial time algorithm for determining whether $\operatorname{BL}(\mathbf{L}, \mathbf{p})<\infty$ and more (Garg-Gurvits-Oliveira-Wigderson 2016).

Part 2: Some recent variants of the Brascamp-Lieb inequality in harmonic analysis, and links with PDE.

## Variant 1: A nonlinear Brascamp-Lieb inequality

The so-called nonlinear Brascamp-Lieb inequality replaces the linear surjections $L_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n_{j}}$ with local submersions $B_{j}: U \rightarrow \mathbb{R}^{n_{j}}$, defined on a neighbourhood $U$ of a point $x_{0} \in \mathbb{R}^{n}$.
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## Multilinear Radon-like transforms
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A trilinear example in the plane:

## Corollary (B-Bez-Gutiérrez 2013)

If $F: \mathbb{R}^{2} \times \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{3}$ is smooth in a neighbourhood of a point $y_{0}$ and satisfies

$$
\operatorname{det}\left(\partial_{y_{11}} F \times \partial_{y_{12}} F \quad \partial_{y_{21}} F \times \partial_{y_{22}} F \quad \partial_{y_{31}} F \times \partial_{y_{32}} F\right) \neq 0
$$

there, then there is a neighbourhood $V \ni y_{0}$ such that

$$
\int_{V} f_{1}\left(y_{1}\right) f_{2}\left(y_{2}\right) f_{3}\left(y_{3}\right) \delta(F(y)) d y \lesssim\left\|f_{1}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}\left\|f_{2}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}\left\|f_{3}\right\|_{L^{2}\left(\mathbb{R}^{2}\right)}
$$

Proof. Parametrise the action of the distribution $\delta \circ F$ by $x \in \mathbb{R}^{3}$, reducing it to the nonlinear Loomis-Whitney inequality in $\mathbb{R}^{3} \ldots$

## Multilinear Radon-like transforms in PDE

Example from obstacle scattering (Born series). The error in approximating a potential $q: \mathbb{R}^{2} \rightarrow \mathbb{R}$ by its Born approximation $q_{B}$ is comprised of a series of multilinear operators. The main term involves, for example, the bilinear operator $S(q)$ defined by

$$
\widehat{S(q)}(x)=\frac{i \pi}{|x|} \int_{\Gamma(x)} \widehat{q}(x-y) \widehat{q}(y) d \sigma_{x}(y)
$$

where $\Gamma(x)$ is the circle centred at $x / 2$ of radius $|x| / 2$ in $\mathbb{R}^{2}$, and $d \sigma_{x}$ is arc-length measure on $\Gamma(x)$.
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Another example: well-posedness of the Zakharov system (plasma physics), Bejenaru-Herr-Holmer-Tataru 2009-2011.
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## Theorem (Stein-Tomas restriction theorem 1967/75)

If $S$ is a compact hypersurface of nonvanishing gauss curvature, then $\|E g\|_{\frac{2(n+1)}{n-1}} \lesssim\|g\|_{2}$.
If $S$ is the paraboloid then this becomes $\|u\|_{L_{x, t}^{2(n+1) /(n-1)}} \lesssim\|\widehat{g}\|_{2}=\|g\|_{2}$ - the classical Strichartz estimate for the Schrödinger equation (Strichartz_1978).

Now suppose $\Sigma_{1}, \ldots, \Sigma_{m}$ parametrise $n_{1}, \ldots, n_{m}$ dimensional submanifolds $S_{1}, \ldots, S_{m}$ of $\mathbb{R}^{n}$, and $E_{1}, \ldots, E_{m}$ are their associated Fourier extension operators; i.e. that

$$
E_{j} g(x)=\int_{U_{j}} e^{i x \cdot \Sigma_{j}(\xi)} g(\xi) d \xi, \quad 1 \leq j \leq m
$$

Now suppose $\Sigma_{1}, \ldots, \Sigma_{m}$ parametrise $n_{1}, \ldots, n_{m}$ dimensional submanifolds $S_{1}, \ldots, S_{m}$ of $\mathbb{R}^{n}$, and $E_{1}, \ldots, E_{m}$ are their associated Fourier extension operators; i.e. that

$$
E_{j} g(x)=\int_{U_{j}} e^{i x \cdot \Sigma_{j}(\xi)} g(\xi) d \xi, \quad 1 \leq j \leq m
$$

Observe that if $\Sigma_{j}$ is linear with adjoint $L_{j}$, then $E_{j} g=\widehat{g} \circ L_{j}$.

Now suppose $\Sigma_{1}, \ldots, \Sigma_{m}$ parametrise $n_{1}, \ldots, n_{m}$ dimensional submanifolds $S_{1}, \ldots, S_{m}$ of $\mathbb{R}^{n}$, and $E_{1}, \ldots, E_{m}$ are their associated Fourier extension operators; i.e. that

$$
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## Theorem (B-Carbery-Tao 2006; B-Bez-Flock-Lee 2015)
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(The corresponding linear inequality $\|u\|_{L^{2 n /(n-1)}} \lesssim\|g\|_{2}$ is false.)
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